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ABSTRACT

In the first part of this paper, we present a method to estimate the shape of transparent objects by using polarization. Few
existing methods for this procedure consider internal interreflection, which is a multiple reflection occurring inside the
transparent object. Our proposed method considers such interreflection by using the raytracing method. Also, we calculate
the polarization state of the light using Mueller calculus. We then combine these methods to produce rendered polarization
data. The shape of the object is computed by an iterative framework that minimizes the difference between the obtained
polarization data and the rendered polarization data. In the second part of this paper, we present an apparatus to measure
the polarization state of the light. To analyze the light, we use a material called PLZT whose material state changes with
the applied voltage. We obtain the polarization state of the light by controlling the voltage of the PLZT from the computer.
In the last part of this paper, we present some experimental results using the proposed method and apparatus.
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1. INTRODUCTION

In the field of computer vision, few methods have been proposed for estimating the shape of transparent objects, because
of the difficulty of dealing with mutual reflection, which is the phenomenon that the light not only reflects at the surface of
the transparent object but also transmits into the object and causes multiple reflections and transmissions inside it. We use
the term “interreflection” for such internal reflection. For the first part of this paper,� we present a method for estimating
the surface shape of transparent objects by using the raytracing method and Mueller calculus. For the second part of this
paper, we present a device for measuring the Stokes parameters of the observed light by using PLZT.

Much research has been done on the polarization phenomenon.� By analyzing the polarization phenomenon, Schech-
ner et al.� decomposed the reflected scene and the transmitted scene that were originally combined with a glass plate. Wolff
and Boult,� Nayar et al.,� Lin and Lee,� and Umeyama and Godin� separated the specular reflection component and the
diffuse reflection component of the image by polarization analysis. In the field of computer graphics, a polarizing filter is
also used to separate the specular reflection component from the diffuse reflection component to estimate the parameters
of BRDF (Bidirectional Reflectance Distribution Function).�	�� Schechner et al.��
 �� used polarization to improve the
quality of images taken in hazy weather and under water. Schechner et al.�� also developed a device and an algorithm
to obtain polarization data in a wide field of view. By using a polarizer, Cula et al.�� decomposed the image taken under
multiple light sources into the images taken under each light sources. Clark et al.�� and Wallace et al.�� improved the
laser range finder by polarization analysis to estimate the shape of opaque objects. Wolff, Boult, and Chen�
 ��
 �� used
polarization analysis to classify material into metal or dielectric. Sandus,�� Nicodemus,��
 �� Jordan et al.��
 �� and Wolff
et al.�� analyzed the degree of polarization in infrared wavelengths. There are roughly four kinds of methods to calculate
the polarization state of the light: (1) a simple calculation method using Fresnel formulae,�
 ��
 �� (2) a method using a
coherence matrix,�� (3) Mueller calculus,�
 �� and (4) Jones calculus.�
 �� Some commercial raytracing software��	��

simulates the polarization state by using these methods. Kagalwala and Kanade�� used Jones calculus to simulate the
structure of the Nomarski DIC (Differential Interference Contrast) microscope. Koshikawa and Shirai�� used Mueller cal-
culus to estimate the surface normal of specular polyhedrons. Gondek et al.�� calculated the polarization state of the light
by using the raytracing method and Fresnel formulae. Wolff and Kurlander�� calculated the polarization state of the light
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by using the raytracing method and a coherence matrix. Later, Tannenbaum et al.�� and Guy and Soler�� extended this
method. Gu and Yeh�� extended the Jones calculus method. Chipman�� also extended the Jones calculus method, which
can be easily combined with the raytracing method. Wilkie et al.�� calculated the polarization state of the light by using
the raytracing method and Mueller calculus. Wolff et al.,�� Fujikake et al.,�� and Harnett and Craighead�� developed a
polarization camera with liquid crystal, which is controllable from a computer. A material called PLZT has a polarization
characteristic and is used in many application fields.�� The polarization characteristic of PLZT is analyzed by Shames et
al..��

Recently, research to estimate the shape of the object by using polarization has increased. Koshikawa and Shirai��

proposed to use the degree of polarization, employing circularly polarized light sources to determine the surface normal of
specular polyhedrons. They used Mueller calculus to calculate the polarization state of the light. Wolff and Boult� indicated
that the surface normal of the object surface is constrained by analyzing the polarization of the object, and estimated the
surface normal of a planar glass from two views. Rahmann�� estimated the orientation of a flat object and the position of
the light source by polarization analysis of a single view. Rahmann also�� addressed the potential of recovering the shape of
specular surfaces from polarization. Later, Rahmann and Canterakis�� estimated the shape of specular objects from two or
more views. Also, they proved that the quadratic shape of specular objects can be estimated from two views.�� Drbohlav
and Šára�� estimated the shape of diffuse objects by combining polarization analysis and photometric stereo. Miyazaki et
al.�� estimated the shape and reflectance of specular objects and the illuminant direction from one view. Saito et al.�� and
Miyazaki et al.��
 �� estimated the surface shape of transparent objects by means of polarization analysis. Unfortunately,
because these methods do not consider interreflection, they do not provide sufficient accuracy for estimating the shape of
transparent objects.

Many methods have been developed to deal with transparent objects. Recently, a method called environment mat-
ting��	�� has been developed for graphics applications that render transparent objects. When one watches at a planar glass
such as a window, one can see both the reflection of the foreground scene and the transmission of the background scene.
Farid and Adelson,�� Schechner et al.,�
 �� Szeliski et al.,�� and Levin et al.�� attempted to separate the two scenes by
observing the composite image of the two scenes. Nikolaev and Nayar�� developed a transparent robot arm, which helps
the robot to recognize what it is grasping. Osadchy et al.�� used the specularity of transparent objects for object recogni-
tion. From the image of natural scene, McHenry et al.�� detected the edge of transparent objects by using the fact that the
color of the pixels between one side of the edge and the other side of the edge is similar. These methods, however, do not
provide total information about the shape of the transparent object.

Some methods that estimate the 3D shape of transparent objects have been proposed. Murase�� estimated the shape of
a water surface by analyzing the undulation of that surface. Hata et al.�� estimated the surface shape of transparent objects
by analyzing the deformation of the light projected onto the transparent objects. Ohara et al.�� estimated the depth of the
edge of a transparent object by using shape-from-focus. Ben-Ezra and Nayar�� estimated the parameterized surface shape
of transparent objects by using structure-from-motion. Kutulakos�� estimated both the depth and the surface normal of
transparent objects by multiple viewpoints and multiple light sources. Saito et al.�� and Miyazaki et al.��
 �� estimated the
surface shape of transparent objects by means of polarization analysis. None of these methods are capable of estimating
arbitrary shapes of transparent objects.

For the first part of this paper, we simulate the interreflection of transparent objects by using the raytracing method and
Mueller calculus, and we use this method to estimate the surface shapes of transparent objects that have arbitrary shapes.
For the second part of this paper, we simulate the state of the material called PLZT by Mueller calculus, and we use this
material to measure the polarization state of the observed light.

The rest of the paper is organized as follows. In Section 2, we explain the method that estimates the surface shapes
of transparent objects by using the raytracing method and Mueller calculus. In Section 3, we explain the method that
measures the polarization state of the light by using PLZT and Mueller calculus. Our measurement results are shown in
Section 4, and our conclusions are presented in Section 5.

2. TRANSPARENT SURFACE MODELING

The theoretical details of the principle of polarization, which appears in this section, are presented in the literature.�
 ��
 ��



Figure 1. Reflection, refraction, and transmission.

2.1. Polarization Raytracing

Figure 1 describes the light reflected and transmitted between material 1 and material 2. We assume that the surface of
transparent objects is optically smooth; thus, the incidence angle is equal to the reflection angle. The transmission angle is
related to the incidence angle as the following Snell’s law:

sin � � n sin �� � (1)

where � is the incidence angle, �� is the transmission angle, and n is the ratio of the refractive index of material 2 to
that of material 1. In this paper, we assume that the refractive index of one object is a scalar value which is, at the same
time, constant throughout any part of the object. Therefore, this paper does not focus on birefringent materials. The plane
of incidence (POI) is a plane that includes the surface normal direction, the incident light direction, the reflected light
direction, and the transmitted light direction.

Subscripts k and � represent the components parallel and perpendicular to the POI, respectively. Parallel and perpen-
dicular components of intensity reflectivity are represented as Rk and R�, respectively, while those of intensity transmis-
sivity are represented as Tk and T�, respectively. These values are defined as follows:

Rk �
tan��� � ���
tan��� � ���

� R� �
sin��� � ���
sin��� � ���

� Tk �
sin�� sin ���

sin��� � ��� cos��� � ���
� T� �

sin �� sin ���

sin��� � ���
� (2)

Brewster angle �B is defined as follows:
tan �B � n � (3)

Critical angle �C is defined as follows:
sin �c � n � (4)

For the total reflection, we must use Rk � R� � � and Tk � T� � �.

In this paper, we call the raytracing method that considers the polarization effect the polarization raytracing method.
The algorithm of the polarization raytracing method can be divided into two parts. For the first part, the calculation of the
propagation of the ray, we employ the same algorithm used in the conventional raytracing method. For the second part,
the calculation of the polarization state of the light, we employ Mueller calculus in this paper because of its simplicity of
description, along with its ease of understanding and implementation. These three methods have almost identical functions;
thus, all discussions presented in this paper are also applicable to other calculi. Stokes vector s � �s�� s�� s�� s��

T , a 4D
vector, represents the polarization state of the light, and the Mueller matrix M, a 	� 	 matrix, represents how the object
changes the polarization state of the light.



Figure 2. Reflected and transmitted light observed by the camera.

Here we present an example of calculation. Suppose the geometrical setup when the reflected and transmitted light
is observed from the camera is as described in Figure 2. In this figure, there are two kinds of coordinates sytems: x�y�z�

coordinates and xyz coordinates. Here, the z� axis and the z axis are the same. x� is included in the POI and is facing
to the same side as the surface normal is facing. The angle between x� axis and x axis is called the POI angle � in xyz
coordinates.

In the case presented in Figure 2, observed light is a composition of reflected light and transmitted light. The Stokes
vector s� of the observed light is calculated as follows:

s
� � C���D��
n�R��
n�C����sr �C���T��
n�C����st � (5)

Stokes vectors of the incident light are represented as sr and st, where sr and st represent the lights that are set in the
origin of the reflection and transmission, respectively. C is the rotation Mueller matrix and is given by:

C��� �

�
BB�

� � � �
� cos �� � sin �� �
� sin �� cos �� �
� � � �

�
CCA � (6)

R and T are the reflection Mueller matrix and the transmission Mueller matrix, respectively, which are represented as
follows:

R�

�
BB�
�Rk � R���� �Rk � R���� � �
�Rk � R���� �Rk � R���� � �

� �
p
RkR� �

� � �
p
RkR�

�
CCA� T�

�
BB�
�Tk � T���� �Tk � T���� � �
�Tk � T���� �Tk � T���� � �

� �
p
TkT� �

� � �
p
TkT�

�
CCA� (7)

However, if the total reflection occurs, then R and T are set to be identity matrix and zero matrix, respectively. D is the
retardation Mueller matrix and is given as:

D��� �

�
BB�

� � � �
� � � �
� � cos � sin �
� � � sin � cos �

�
CCA � (8)

where � is the amount of the phase shift (or retardation). The phase of the reflected light shifts when the total reflection
occurs. Also, the phase of the reflected light inverts when the incidence angle is smaller than the Brewster angle �B .
Consequently, the value of � is set as follows:

� �

��
�

Eq����� � � �C
���� � � �B
�� otherwise �

(9)

tan
�

�
�

cos �
p
sin� � � n�

sin� �
� (10)



2.2. Inverse Polarization Raytracing
In this section, we introduce our method for estimating the front surface shape of a transparent object using the Stokes
vector as an input under the assumption that the refractive index, the shape of the back surface, and the illumination
distribution are given. Details of numerical algorithms are presented in the literature.��

We denote the input polarization data as IE . Polarization data are represented as an image (2-dimensionally distributed
data) where the Stokes vector is set for each pixel. The polarization raytracing explained in Section 2.1 can render the
polarization data from the shape of the transparent object by tracing the light ray and by Mueller calculus. We denote this
rendered polarization image as IR. The shape of transparent objects is represented as the height H, set for each pixel.
Heights partially differentiated by x and y are called gradients, and are represented as p and q, respectively:

p � Hx �
�H

�x
� q � Hy �

�H

�y
� (11)

Surface normal n � ��p��q� ��T is represented by these gradients.

The rendered polarization image IR depends upon height and surface normal, so it can be represented as IR�H� p� q�.
A straightforward definition of the cost function, which we want to minimize, can be as follows:ZZ

E��x� y�dxdy � where E� � �IE � IR�H� p� q��� � (12)

We will sometimes omit the variables �x� y� in the subsequent discussions for simplicity of description. IR depends upon
p, q, and H, while p, q, and H depend upon each other per Equation (11). Thus, the cost function must be modified as
follows: ZZ

��E� �E�� dxdy � where E� � �Hx � p�� � �Hy � q�� � (13)

� is a Lagrange undetermined multiplier.

Euler equations that minimize Equation (13) are derived as follows:

p � Hx �
�

�

�E�

�p
� q � Hy �

�

�

�E�

�q
� H � �H �

�

	
�px � qy� �

�

�

�E�

�H
� (14)

where �H is a 4-neighbor average of H.

Each of the above equations can be decomposed into two steps:

p
k� � H
k�
x � (15) p
k��� � p
k� � �


k���
�

�E

k�
�

�p
� (16)

q
k� � H
k�
y � (17) q
k��� � q
k� � �


k���
�

�E

k�
�

�q
� (18)

H
k��� � �H
k� �
�

	

�
p
k���x � q
k���y

�
� (19) H
� � H
� � �


�
�

�E

�
�

�H
� (20)

Here, ��, ��, and �� are scalar values that are determined for each pixel and for each iteration step. Superscript �k�
represents the iteration number. We do not write down the iteration number for Equation (20) because we do not use this
equation. One reason is that the cost function E� depends upon the change of surface normal rather than on the change
of height. Another reason is that the cost function E� smoothly changes when the surface normal changes, but it does not
smoothly change when the height changes. This fact was empirically proved in the preliminary experiments.

The algorithm goes as follows. First, we set initial values of shape H for each point of the front surface. Next, p and
q are calculated by Equations (15)(17). Then, we solve Equations (16)(18). �� and �� should be optimal values; thus, we
use Brent’s method to determine �� and ��, which minimizes the cost function E�. After computing p and q at every pixel,
we solve Equation (19) by the relaxation method��
�� to determine the height H. We use the alternating-direction implicit
method to solve the relaxation problem. To conclude, the front surface shape of the transparent object is estimated by an
iterative computation, where each step of iteration solves Equations (15)–(19), and the iteration stops when Equation (12)
is minimized.



Figure 3. System of PLZT and linear polarizer.

3. PLZT POLARIZATION CAMERA

3.1. PLZT

PLZT��
 �� (lanthanum modified lead zirconate-lead titanate), �Pb�La��Zr�Ti�O�, consists of a set of compositions and is
a transparent ferroelectric ceramic material. The procedure to fabricate the PLZT is roughly as follows: first, mix tetrabutyl
zirconate, tetrabutyl titanate, lead oxide, and lanthanum acetate; next, dry the precipitate; and finally, PLZT is obtained by
hot pressing the dried precipitate. PLZT is a birefringence medium, and it acts like a retarder (or waveplate). The optical
properties of PLZT depends on the electric field. By changing the amount of electric field, PLZT will act like a half-wave
plate, a quarter-wave plate, etc. Please refer to Shames et al.�� for the polarization characteristic of PLZT.

Some researchers��	�� developed polarization cameras with liquid crystal, which is controllable from a computer.
However, they only measure the first three components of the Stokes vector. We developed a polarization camera with
PLZT, which is controllable from a computer, and which can measure all four components of the Stokes vector.

3.2. PLZT and Linear Polarizer

In this section, we explain about the setup described in Figure 3. We set the �z-axis heading toward the camera. Then we
set the linear polarizer in front of the camera, whose optical axis is rotated ����
� from �x-axis to �y-axis. Finally, we
set the PLZT in front of the linear polarizer, whose optical axis is the same as the y-axis.

The Mueller matrix of the horizontal linear polarizer, whose optical axis is the same as the x-axis, is represented as
follows:

L �
�

�
FA

�
BB�

� � � �
� � � �
� � � �
� � � �

�
CCA � (21)

where FA � �, and FA � � for an ideal linear polarizer. The value of FA for the actual linear polarizer is obtained in the
preliminary experiments. The Mueller matrix of rotation is represented in Equation (6). Thus, the Mueller matrix �L of the
linear polarizer whose optical axis rotated as ����
� will be:

�L � C�����
��LC�����
�� � (22)

PLZT acts like a retarder depending on the voltage pressing to the PLZT. The Mueller matrix of retardation is repre-
sented in Equation (8). Thus, the Mueller matrix �D��� of the PLZT whose optical axis is the same as y-axis will be:

�D��� � C������D���C������ � (23)

As a result, the Mueller matrixMPL��� of the system illustrated in Figure 3 will be:

MPL��� � �L�D��� � (24)



Figure 4. System of PLZT and ND filter.

PLZT has a hysteresis and acts as a retarder even if there is no electric current streaming inside the PLZT. The Mueller
matrix in this case will be MPL���, where � is determined in the preliminary experiments. PLZT acts like a quarter-
wave plate when the voltage of the PLZT is increased in a certain value. The amount of the voltage is determined in the
preliminary experiments. In this case, � � 	��, thus, the Mueller matrix will be MPL�	���. PLZT acts like a half-
wave plate when the voltage of the PLZT is increased in a certain value. The amount of the voltage is determined in the
preliminary experiments. In this case, � � 	. Thus, the Mueller matrix will beMPL�	�.

3.3. PLZT and ND Filter
In this section, we explain about the setup described in Figure 4. We set the �z-axis heading toward the camera. Then we
set the ND (neutral density) filter in front of the camera. Finally, we set the PLZT in front of the ND filter, whose optical
axis is the same as the y-axis.

The Mueller matrix of ND filter is represented as follows:

N � FB

�
BB�

� � � �
� � � �
� � � �
� � � �

�
CCA � (25)

where FB � �. The value of FB for the actual ND filter is obtained a priori.

As a result, the Mueller matrixMND��� of the system illustrated in Figure 4 will be:

MND��� � N�D��� � (26)

3.4. Stokes Vector
The light that has a Stokes vector �s�i� s�i� s�i� s�i�T , first transmits through the PLZT and the linear polarizer or the ND
filter, and then is observed by the camera. Only the first component of Stokes vector is observed by the camera because it
represents the intensity of the light. We denote the intensity observed by the system suggested in Section 3.2 when there is
no voltage in the PLZT as s��PL��. The intensity is calculated by the Mueller matrixMPL���. Next, we denote the intensity
observed by the system suggested in Section 3.2 when the PLZT acts like a quarter-wave plate as s��PL����. The intensity
is calculated by the Mueller matrixMPL�	���. We also denote the intensity observed by the system suggested in Section
3.2 when the PLZT acts like a half-wave plate as s��PL����. The intensity is calculated by the Mueller matrix MPL�	�.
Finally, we denote the intensity observed by the system suggested in Section 3.3 as s��ND. The intensity is calculated by
the Mueller matrixMND���.

By concatenating the four equations, which are related to s��PL��, s��PL����, s��PL����, and s��ND, these equations can
be expressed in a matrix as follows:

�
BB�

s��PL��
s��PL����
s��PL����
s��ND

�
CCA �

�
BBB�

�
�FA

p
�
� FA

p
�
� cos �FA �

p
�
� sin �FA

�
�FA

p
�
� FA � �

p
�
� FA

�
�FA

p
�
� FA �

p
�
� FA �

FB � � �

�
CCCA

�
BB�

s�i
s�i
s�i
s�i

�
CCA � (27)



Figure 5. Acquisition System “Polavision”.

Figure 6. Measurement result of Polavision: (a) s�, (b) s�, (c) s� , (d) s�, and (e) DOP.

By calculating the inverse matrix in the above equation, we can calculate the Stokes vector �s�i� s�i� s�i� s�i�T of the light
of the target.

4. MEASUREMENT RESULT

4.1. Acquisition System “Polavision”

For obtaining the polarization state of the light by using PLZT, we developed an acquisition system that we named “Polav-
ision” (Figure 5). First, the slider is set in front of the camera, which switches the linear polarizer and the ND filter.
Next, PLZT is set in front of the slider. Finally, band-pass filters are set in front of the system to observe only the light
whose wavelength is around 540nm, since the performance of PLZT and polarizer will become the maximum around such
wavelength.

First, we set the linear polarizer in front of the camera, and we obtain three images by setting three different electric
voltages to the PLZT. Next, we change the polarizer into the ND filter, and we obtain one image with no electric voltage to
the PLZT. From these four images, we calculate the Stokes parameters of the light.

4.2. Measurement Results of Polavision

The measurement result of an indoor scene is shown in Figure 6. Figures 6 (a) (b) (c) and (d) represent the four Stokes
parameters, respectively. The degree of polarization (DOP) of the scene is shown in Figure 6 (e). The DOP represents how
much the light is polarized and is defined as follows:

�
 �

p
s�� � s�� � s��

s�
� (28)

The white pixel represents the high value and the black pixel represents the low value in Figure 6. Figure 6 (e) tells us that
the DOP of the liquid crystal display has a higher value because the liquid crystal display is polarized.

We also measured the linear polarizer and the left circular polarizer by Polavision. The measured DOP of the linear
polarizer was 0.72. The true value must be 1. The measured fourth parameter s� of Stokes vector of the left circular



Figure 7. Acquisition System “Cocoon”.

polarizer was -0.25. The true value must be -1. These results indicate that the system can obtain the first three parameters
of the Stokes vector in enough precision, while the system cannot precisely obtain the fourth parameter of the Stokes vector.
Enhancing the precision of the fourth parameter of the Stokes vector will be our future work.

4.3. Acquisition System “Cocoon”

For obtaining polarization data to calculate the shape of transparent objects, we developed an acquisition system that we
named “Cocoon” (Figure 7). The target object is set inside the center of a plastic sphere whose diameter is 35cm. This
plastic sphere is illuminated by 36 incandescent lamps. These 36 light sources are almost uniformly distributed spatially
around the plastic sphere by the geodesic dome. This geodesic dome, originally developed by Ikeuchi and Nayar,��	�� is
a polyhedron generated by a 2nd order geodesation operation of an icosahedron. This dome has 42 vertices, 80 faces, and
120 edges; however, there are no triangles in the bottom part of the actual setup in order to support the geodesic dome.
Later, Debevec et al.�� developed a similar setup called “Light Stage” to sample the appearance of a human face under
various illumination distributions. The plastic sphere diffuses the light that comes from the light sources, and it behaves
as a spherical light source, which illuminates the target object from every direction. The target object is observed by
monochrome camera from the top of the plastic sphere, which has a hole on the top. PLZT, linear polarizer, and ND filter
are set in front of the camera. The Stokes vector is obtained by Polavision.

The DOP is defined in Equation (28). As shown in Section 4.2, the precision of the fourth parameter s� of the Stokes
vector of Polavision is too low. Thus, for the shape estimation of transparent objects, we do not use the fourth parameter
s�, and we calculate the DOP as follows:


 �

p
s�� � s��
s�

� (29)

Now, we define phase angle � as follows:

cos �� �
s�p

s�� � s��
� sin �� �

s�p
s�� � s��

� (30)

In this paper, we use the DOP and the phase angle as inputs instead of using the Stokes vector as an input.

4.4. Measurement Results of Cocoon

4.4.1. Hemisphere

For the first measurement result of Cocoon, we observe an acrylic transparent hemisphere from the spherical part. We
assume that the refractive index and the back surface shape are known. We also assume that the illumination distribution
is known. This paper only concentrates on proposing a method to estimate the shapes of transparent objects, and does not
focus on obtaining the correct illumination distribution.



Figure 8. Estimation result of hemisphere: (a) Initial state (result of previous method), (b) result after 10 loops.

Figure 9. Estimation result: (a) Initial state (result of previous method), (b), (c) results after 5 and 50 loops.

The estimation result is shown in Figure 8. Figure 8 (a) represents the result of the previous method��	�� and, at the
same time, it represents the intial value. Figure 8 (b) is the result after 10 loops of our method.

More detailed evaluation is done in the 2D plane that is a cross-section of the 3D object, which includes the center
of the base circle and the line perpendicular to that circle. The proposed algorithm estimates the front surface shape, a
semicircle, by using the polarization data of the 2D plane as input data. The result of applying the proposed method is
given in Figure 9 (c). In Figure 9, the solid line represents the estimated shape, and the dotted line represents the true shape.
The result of the previous method (Figure 9 (a)) is used for the initial state of the shape. Figure 9 (b) and Figure 9 (c) are
the results after 5 and 50 loops, respectively.

The RMS (Root Mean Square) error between the estimated value and the true value is used to compare the accuracy
between the proposed method and the previous method. The RMS error of the surface normal was ����� for the previous
method and ����� for our method. The RMS error of the height was 2.70 mm for the previous method and 0.672 mm for
our method.

4.4.2. Bell-shaped Object

Now we observe the transparent object shown in Figure 10 (a). This object is made of acrylic and is a body-of-revolution.
Its refractive index is 1.5 and its diameter at the base is 24 mm. The object is observed from the projected area. The front
surface is a curved surface and the back surface is a disk. The camera is set orthogonally to the disk. We assume that the
refractive index and the back surface shape are known. We also assume that the illumination distribution is known.

Figure 10. (a) Bell-shaped transparent acrylic real object. Estimation result: (b) Initial value, (c), (d) result after 5,20 loops.



We estimate the shape of a cross-section of the object to analyze the precision of the proposed method. The cross-
section includes the center of the base circle and the line perpendicular to that circle. Figure 10 (d) illustrates the estimated
shape of the object. The solid curve represents the obtained front height, and the dotted line represents the given back
height. The initial value is set to be a semicircle shown in Figure 10 (b). The estimated shape after 5 and 20 loops is
illustrated in Figure 10 (c) and Figure 10 (d), respectively. RMS of the height was 0.24 mm, where the true shape was
obtained from the silhouette extracted manually by a human operator from the photograph of the object taken from the
side.

5. CONCLUSION

In the first half of this paper, we proposed a novel method for estimating the surface shape of transparent objects by
minimizing the difference between the input polarization data taken by observing the transparent object and the computed
polarization data rendered by the polarization raytracing method. Experimental results showed that the accuracy of the
method was higher than the previous method.��	�� We assumed that the back surface shape, the refractive index, and the
illumination distribution are known. Relaxing such assumption will be our future work.

In the second half of the paper, we proposed a novel device for measuring the polarization state of the light by using
a material called PLZT. We estimated the entire four parameters of the Stokes vector compared to other existing meth-
ods,��	�� which measure only the first three parameters of the Stokes vector. PLZT has a faster response than liquid
crystal; thus, there is a potential that we can develop a faster measurement system than other methods that use liquid
crystal. This measurement system is controllable from the computer, and can measure the polarization state of the light
semi-automatically. However, this system requires a human operation for switching the filter during the measurement.
Developing a real-time automatic measurement system is our goal for this project. Also, based on the experimental results,
the measurement of the fourth parameter of the Stokes vector was not precise enough. Finding the reason for this problem
and solving it will be another task for future work.
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